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Estimation

Class objectives

Objectives:
1 Understand the mechanisms of estimation

2 Know how to estimate a mean from a sample

3 Know how to estimate a percentage from a sample
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Basic hypothesis

Definition
We suppose the target population to be infinite
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Estimation et statistiques

The statistician’s first job is to establish one or more estimators that
describe the population from the observation sample. By definition,
the estimators should not depend on the actual parameters of the
distribution, but only on observables present in the sample which are
assumed to be generated from random variables of the same law Pθ0 .

Definition
An estimator is any random variable constructed from the
observations X1,X2, ..,Xn. In particular, it should not depend on
unknown quantities, such as θ0 ou Pθ0 .
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Example : punctual estimation of proportion

The practice of sampling is essential. If the sample is correctly
formed, the experimental proportion should be close to the theoretical
proportion. By noting p the real (unknown) proportion, n the sample
size, and X the number of individuals possessing the characteristic
that interests us (ie of success), we can evaluate :

p̂ =
X
n

p̂ is therefore an estimator of p.



Estimation

Toy example

Two surveys have been carried out on Guinness addiction among
UBO students. With a small sample of 5 individuals (met at 9 a.m. on
Monday), we get X = 1 positive responses, or p̂ = 20%. The same
poll of 300 students on Thursday night at the students’ party gives
X = 150, a value of p̂ = 50% but this time ... maybe more reliable!
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Qualities of an estimator

The estimator must be unbiased (or well centered) : its expectation is
equal to the value of the parameter to be estimated.

Definition

E[θ̂] = θ0

The estimator must be consistent

Definition

θn ⇒n→∞ θ0

The estimator should have variance as small as possible to be as
precise as possible.
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Estimation of a proportion

p̂ is an unbiased estimator for the binomial distribution

E(p̂) = E(
1
n

X) =
1
n

E(X) =
1
n

np = p

Var(p̂) = Var(
1
n

X) =
1
n2 Var(X) =

npq
n2 =

pq
n

We can clearly see the importance of the sample size for the quality
(precision) of the estimate.



Estimation

Estimation of a mean

In the same way, we can estimate without bias the mean µ of a normal
distribution ... by the mean of the observations in the sample

E(X) = E(
1
n

∑
i

Xi) =
1
n

∑
i

E(Xi) = µ

et

Var(X) =
1
n2 Var(

∑
i

Xi) =
1
n2 nσ2 =

σ2

n
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Example

We assume that the average duration in minutes of the consumption of
a pint follows a normal distribution N, of unknown mean µ and
variance 2. We observe the following durations :

7,3 5,7 6,4 6,7 8,2 6,0 5,8 8,3

The average of these observations is X = 6.8 and the variance of X is
σ2

n = 1
4 so its standard deviation of σ = 0.5. With 1000 observations,

the standard deviation of X would have been 0.004 ...
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Example

We assume that the average duration in seconds of the consumption of
a pint follows a normal distribution N, of unknown mean µ and
variance 2. We observe the following durations :

7,3 5,7 6,4 6,7 8,2 6,0 5,8 8,3

The average of these observations is X = 6.8 and the variance of X is
σ2

n = 1
4 so its standard deviation of σ = 0.5. With 1000 observations,

the standard deviation of X would have been 0.004 ...
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Confidence interval

• We try to set the estimate in an confidence interval which allows
the quality of the estimate to be assessed. If n is large enough,
the estimation error (X − mu or p̂− p) will be smaller than a
given deviation and therefore within of an interval.

• In practice, we define a risk that we accept to run, α, which
represents the probability that the interval does not contain the
true value of the parameter. (1− α) is the alert confidence level
of the interval

P(Y1 < θ < Y2) = 1− α
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Estimation of a proportion (I)

p̂ = X
n is an unbiased variance estimator σ2

p̂ = pq
n . If n large, thanks to

the central limit theorem, p̂ is approximately Gaussian with
distribution N(E(p̂) = p, σ2

p̂), so p̂−p
σp̂

is a reduced distribution N(0, 1).
We can therefore find a threshold cα in the reduced centered normal
distribution table such as:

P(−cα <
p̂− p
σp̂

< cα) ' 1− α

which amounts to:

P(p− cασp̂ < p̂ < p + cασp̂) ' 1− α

or better
P(p̂− cασp̂ < p < p̂ + cασp̂) ' 1− α
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Estimation of a proportion (II)

It remains to estimate σp̂ =
√

pq
n , which is done naturally by

σ̂p̂ =
√

p̂q̂
n . This makes it possible to determine the interval of

confidence :

(p̂± cασ̂p̂) = (p̂± cα

√
p̂q̂
n
)
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And there, you will tell me ...

That’s enough ! An example !



Estimation

Example

• In a Grolandish survey of 500 people, 180 people declared
themselves positive to the wearing of the ponpon cap. What is
the theoretical proportion p of people in favor of the ponpon cap
(with 90% confidence interval)?

• p̂ = X
n = 180

500 = 0, 360
• to have α = 10%, we must take cα = 1, 644854 (2-tail)

• (p̂± cα
√

p̂q̂
n ) = (0, 360± 1, 645

√
0,36.0,64

500 ) = (0, 325; 0, 395)
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Normal distribution table
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Methodological and terminological remarks

• it is necessary to balance precision and security : the smaller the
interval, the greater the risk and vice versa. Precision must be
"paid for" by a greater risk of error. To do better ... we must
increase the value of n, therefore the number of pollers and the
data collection time.

• it is often said that p has a 9 in 10 chance (10 % risk) of falling
within the confidence interval. This is a misnomer ... since p is
not ... (up to you to fill in).
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Interval vs. risk

With n = 100 et p̂ = 0, 21, we can have the following intervals :

α cα Interval Length
50% 0,674 (0,18 - 0,24) 0,06
10% 1,645 (0,14 - 0,28) 0,14
5% 1,960 (0,13 - 0,29) 0,16
1% 2,576 (0,11 - 0,31) 0,20
0,1% 3,291 (0,08 - 0,34) 0,26
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Size of the sample

How many individuals must be taken so that whatever p the
confidence interval has radius rref at most 0.05 (resp. 0.03 / 0.02 /
0.01)?

• the radius of the 95% confidence interval is equal to 1, 960
√

p̂nq̂n
n

• the maximum value of p̂nq̂n is 0.25 so rmax =
1,960√

4n

• so to have r < rmax < rref , we must take n ≥ (0,98
rref

)2

• which gives respectively n ≥ 385, n ≥ 1068, n ≥ 2041,
n ≥ 9604

Indeed, most of the surveys given at 3% are done on samples of ...
more than 1000 participants.
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Application to an election poll (real but here with fictitious
data)

At 8:45 p.m., in the municipal elections of 2008, the media announced
the victory of Lyne Cohen-Solal as mayor of the fifth arrondissement
of Paris. At 9.15 p.m., they reverse and announce that of Jean Tiberi.
In fact, at 8:45 p.m., statisticians had access to a partial sample of
votes, such as LCS 473, JT 418 and PM 108. By applying the
estimate to each of the three candidates, we obtain (from the empirical
percentage measured on the first 978 samples, with a risk of 5%) :

• LCS - [0, 473± 1,96
√

0.473∗0.527√
978

] = [44, 2%− 50, 5%]

• JT - [0, 418± 1.96
√

0.418∗0.582√
978

] = [38, 7%− 44, 9%]

• PM - [0, 108± 1.96
√

0.108∗0.892√
978

] = [8, 8%− 12, 8%]

Difficult to assert anything at 8:45 p.m. ... .
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Estimation of a mean

We have seen that if n large, the mean X has approximately the
distribution of N(µ, σ2

X). Remember that σ2
X = σ2

n . As for the
proportions, we will fix a risk α and get

P(µ− cασX < X < µ+ cασX) ' 1− α

ans similarly

P(X − cασX < µ < X + cασX) ' 1− α
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Estimation of a mean (II)

As for the proportions, it remains to evaluate the standard deviation
σX , a priori unknown. As the mean is unknown, we have to approach
the variance by

1
n

n∑
i=1

(Xi − X)2

but ... this estimator is biased! he has an expectation of n−1
n σ2. To

have an unbiased estimator, we must divide by n− 1 and not n

σ̂2 =
1

n− 1

n∑
i=1

(Xi − X)2

The level 1− α confidence interval for µ is then

X ± cα
σ̂√
n

We may be cautious about getting alcool issues by mean, but certainly
by extreme values.
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Phew, another example ...

We observe the number of beverages drunk in the evening by each
student customer during the weekly party and we obtain the following
results:

Number of bev. 1 2 3 4 5 6 Total
Number of students 230 248 117 76 14 3 688
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The following ...

The total of observations is 688, the number of swallowed drinks is
1469, which leads to X = 2.135 and σ̂2 = 1.183 or σ̂ = 1.088. To
have a risk of 5 %, we must take cα = 1.960 and the confidence
interval is therefore :

(X + cα
σ̂√
n
) = (2, 135± 1, 960.1, 088/26, 23) = (2, 054; 2, 216)
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The following ...

The total of observations is 688, the number of swallowed drinks is
1469, which leads to X = 2.135 and σ̂2 = 1.183 or σ̂ = 1.088. To
have a risk of 5 %, we must take cα = 1.960 and the confidence
interval is therefore :

(X + cα
σ̂√
n
) = (2, 135± 1, 960.1, 088/26, 23) = (2, 054; 2, 216)
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Sampling normal law

If the laws X1,X2, ..,Xn are normal, their mean is also normal and
X−µ
σX

is then exactly law N(0.1). We still have to deal with the case σX

(which remains unknown). We replace it (as usual) by σ̂X and we get
the variable X−µ

σ̂X
as follows ...

a Student’s law!!
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Sampling normal law

If the laws X1,X2, ..,Xn are normal, their mean is also normal and
X−µ
σX

is then exactly law N(0.1). We still have to deal with the case σX

(which remains unknown). We replace it (as usual) by σ̂X and we get
the variable X−µ

σ̂X
as follows ... a Student’s law!!
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Reminder : Student’s law

Let U be a random variable following a normal distribution N(0, 1)
and X independent of U following a χ2

n distribution. We define the
Student variable T at n degrees of freedom by:

Tn =
U√

X
n

In our case, U corresponds to the normal variable X − µ and the
variable X in the denominator is indeed a variable of χ2 since it is
calculated from the variance (therefore sum of Gaussians). Student’s
law will be parameterized by a number of degrees of freedom equal to
ν = n− 1.
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Normal law, Student’s law
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An example again : the problem

We want to estimate the average duration of a 33 rpm record face. By
measuring the faces of 5 disks, we get the vector

(17, 5−22, 4−18, 6−24, 3−19, 5−21, 6−15, 9−20, 4−18, 7−20, 3)

We assume that these laws are normal. What is the 90 % confidence
interval for µ?
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An example again : the solution

The observations give
∑

X = 199.2 and
∑

X2 = 4022.2. So we have

X = 19, 92

et

σ̂2 =

∑
X2

i − nX2

n− 1
= 5, 9951

Avec α = 10% et ν = 9, on obtient tα = 1, 833 and the confidence
interval :

(X ± tα
σ̂√
n
) = (18, 50− 21, 34)
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An example again : the solution

The observations give
∑

X = 199.2 and
∑

X2 = 4022.2. So we have

X = 19, 92

et

σ̂2 =

∑
X2

i − nX2

n− 1
= 5, 9951

Avec α = 10% et ν = 9, on obtient tα = 1, 833 and the confidence
interval :

(X ± tα
σ̂√
n
) = (18, 50− 21, 34)
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Table of Student’s law
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Estimation of any parameter

For any parameter θ for any law, we proceed in a similar way :
• we are looking for a suitable estimator θ̂ whose variance can be

estimated σ2
t̂heta

- this estimation is often done by replacing in

the variance formula θ by θ̂.
• for n large, θ̂ will behave like a normal distribution and the

general formula (θ̂ ± cασθ̂ ) will give the confidence interval
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Little flashback

• We apply the previous estimators without hesitation ... when the
population is infinite (really infinite, with replacement, large in
front of the sample size)

• When the population is finite, the variance estimators change!

The variance estimator is, for a population size N and a sample size n

σ̂X =
σ̂√
n

√
1− n

N
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Confidence interval with a finite population

The level 1− α confidence interval for mu is then

X ± cα
σ̂√
n

√
1− n

N
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