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1. WHAT DOES INTERACTIVE LEARNING MEAN?
1.1. The Artificial Agent in Its Environment
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1. WHAT DOES INTERACTIVE LEARNING MEAN?
1.2. Challenges

. Speech
recognition, speech generation (text
to-speech)

. multi-modal,
non-verbal interaction, gesture,
expressive emotion-based
interaction

. socially
acceptable behaviours, turn-taking,
coordination, theory of mind

. touch (tactile
sensors), grasping, manipulation
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1. WHAT DOES INTERACTIVE LEARNING MEAN?

1.3. Theoretical approaches

« Embodiment : the  Developmental
environment has a physical approaches : there is an
incarnation, the agent has a orderly way to learn multiple
physical incarnation => its tasks, the learning is
learning, capacities, progressive and hierarchical
behaviour depends on its -> Developmental
physical body psychology

* Enactivism : Learning of the + Cognitive approaches :
agent in its environment inspired by cognitive

* Life-long learning : the science, neuroscience,
environment and tasks can neuronal computation
change models. Decomposes into a

task into cognitive skills/

VN’ functions
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2. INTERACTIONS WITH
TUTORS:

IMITATION LEARNING
OR

PROGRAMMING BY
DEMONSTRATION
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2. IMITATION LEARNING
2.1. What to imitate ?

Mimicry : reproduce the movement Emulation : reproduce the effects/outcomes

Yy

IMT Atlantique @sncc
Bretagne-Pays de la Lore. NGUYEN SAO MAI - LEARNING THROUGH INTERACTIONS WITH TUTORS AND THE ENVIRONMENT 26/09/2018

Ecole Mines-Télécom



2. IMITATION LEARNING

2.2. Why imitation learning? What is imitation learning?

* An implicit, natural means of training a machine that would be

* A powerful mechanism for
spaces for learning
» Studying and modeling the

Yy
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2. IMITATION LEARNING

2.2. Why imitation learning? What is imitation learning?

Copying the demonstrated Generalize across sets of
movements demonstrations.

Extraction of a subset . - .
Y Extraction of the Application to
of keypoints

task constraints a new context

- -

Demonstration

7
chmdlICtion Dcnwn‘\lruhon}—‘ Model of the skill 'JL—' chrOdUC‘ion

« How to a task
* Howto a reproduction attempt
 How to better define the role of the

during learning
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2. IMITATION LEARNING 10

2.2. Why imitation learning? What is imitation learning?

Observation of multiple Reproduction of a generalized
demonstrations motion in a different situation

My

IMT Atlantique
Bretagne-Paysge lalore  NGUYEN SAO MAI - LEARNING THROUGH INTERACTIONS WITH TUTORS AND THE ENVIRONMENT 26/09/2018

Ecole Mines-Télécom



2. IMITATION LEARNING
2.3. Engineering approaches to PbD

The different types of representation to encode a skill
of the skill, taking the form of a non-

linear mapping between sensory and motor information, which we

will later refer to as trajectories encoding
of the skill that decomposes the skill in a

sequence of action-perception units, which we will refer to as
symbolic encoding

making no assumptions on the type of skills that may be transmitted
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2. IMITATION LEARNING 12

2.4. How to evaluate a reproduction attempt

<« Metric of imitation performance: extract the important features
characterizing the skKill

< An optimal controller to imitate by trying to minimize this meftric

‘Demonstrated effect ««-ooevreeeees . Corresponding effect ««---weeeees

‘model : Hmitator
: : Relative position

Relative Displacement

Absolute position
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2. IMITATION LEARNING
2.5. Symbolic Learning and Encoding of Skills

the task according to sequences of
predefined actions

(HMM)
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2. IMITATION LEARNING

2.6. Gaussian Mixture Model and Regression

We can model observed data X= (x,a) by a
probabilistic density distribution P(X) = p(x,a)
Gaussian Mixture Models:
p(X, 7,1, E) = Yiry mN(X, piy i)

Multivariate Gaussian

L—exp(—3(x—p)TZ 7' (x— p))

N(X’”’ )= \/ @r)IZ

i is the mean
Y Is the covariance matrix

We can infer the robotic command
v=argmaxv p(V|x)

Yy
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2. IMITATION LEARNING 15

2.7. Beyond imitation learning

These early works highlighted the importance of providing a set
of examples that the robot can use:

* Dby constraining the demonstrations to modalities that the
robot can understand

* by providing a sufficient number of examples to achieve a
desired generality.

* by providing examples representative enough of the all the
situations

* By limiting the correspondence problems

My
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2. IMITATION LEARNING

2.7. Beyond imitation learning

give the during learning
the interaction aspect of the

= Social cues

= Pointing and gazing

= Vocal speech recognition

= Prosody of the speech

Yy
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2. IMITATION LEARNING

2.7. Beyond imitation learning

PbD can be jointly used with other learning strategies to
overcome some limitations of PbD

Evaluation by the user
of the reproduction
attempt

Refinement of the
learned skill through
the user's support

Incremental refinement Direct feedback

Demonstration

Reproduction

Self exploration of
the learned skill

Remlorcement

lcarning Evaluation by the

robot of the
reproduction attempt

Yy
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2. IMITATION LEARNING
2.7. BEYOND IMITATION LEARNING

Towards

Machine Learning
of Motor Skills
in Robotics

Jan Peters

LENO \ \
77 \ Intelligent Autonomous Systems
\ Technische Universitdt Darmstadt

Robot Learning Lab
Max Planck Institute
for Intelligent Systems
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3. INTERACTION WITH THE
ENVIRONMENT

REINFORCEMENT LEARNING
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3. REINFORCEMENT LEARNING

3.1. What is reinforcement learning?

Agent-oriented learning—Ilearning by interacting with an
environment to achieve a goal

* more realistic and ambitious than other kinds of machine

learning

Learning by trial and error, with only delayed evaluative
feedback (reward)

* the kind of machine learning most like natural learning

* |earning that can tell for itself when it is right or wrong
The beginnings of a science of mind that is neither natural
science nor applications technology
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3. REINFORCEMENT LEARNING

3.1. What is reinforcement learning?

Computer Science

Optima I eward
ontrol

S steny
\ y

Engineering Neuroscience

Mathematics

Psychology
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EXAMPLE: HAJIME KIMURA'’S RL ROBOTS
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3. REINFORCEMENT LEARNING
3.2. Some Reinforcement Learning Successes

“»Learned the world’s best player of Backgammon (Tesauro 1995)

»»Learned acrobatic helicopter autopilots (Ng, Abbeel, Coates et al 2006+)

Widely used in the placement and selection of advertisements and pages on
the web (e.g., A-B tests)

“*Used to make strategic decisions in Jeopardy! (IBM’'s Watson 2011)

*Achieved human-level performance on Atari games from pixel-level visual
input, in conjunction with deep learning (Google Deepmind 2015)

Google Deepmind’s AlphaGo defeats the world Go champion, vastly improving
over all previous programs (2016)

»In all these cases, performance was better than could be obtained by any
other method, and was obtained without human instruction

aoeoOON
BRDD R D
el aane

2 2299
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3. REINFORCEMENT LEARNING
3.3. Definitions

57

e The agent ...
performs action At
obtains an observation O
obtains reward R

Action The environment ...
recelves action At
produces Ot
produces reward Rt

Observation | O RtTReward At

T 17 282882
e
SZ‘

Agent seeks to maximize its cumulative on the long run
Agent learns a policy

Environment may be unknown, nonlinear, stochastic and complex
and non-observable :

Full observability . S7 =52 = O;

'N’ Partial observability: si? is estimated by the environmeni
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3. REINFORCEMENT LEARNING

3.4. Policy and Value Function

Policy
A policy is the agent behavior
Map from state to action
Deterministic : a = 11(s )
Stochastic : (als) = P [At = a|St = S]
Value Function V
Prediction of future reward
Evaluates the goodness of states
Action selection using the value function
VTr(S)=[E(Rt+1 +YRt+2 +...‘St =S)
Q-Value Function Q
same as V but for each action : prediction of future reward
Evaluates the goodness of state-action pairs
Action selection using the value function

Qn(s,a)=E(Rt+1 +YRt+2 +...|St =s, at =a)

IMT Atlantique .
Bretagne-Pays de la Loire

Ecole Mines-Télécom



3. REINFORCEMENT LEARNING

3.5. The Bellman equation
VTr(S)=[E(Rt+1 +VRit+2 +...‘St =S)

Optimal solution
Policy 1*
V*(s) = maxn Vn(s)
Q*(s,a)= maxx Qn(s,a)

Bellmann equation: for s,a,r and next state s’
V*(s) = maxa [R(s)+y V*(s') | s,a
Q*(s,a)=E [R(s) +ymaxaQ(s',a") |s,a]

Bellman optimality equation expresses the fact
that the value of a state under an optimal policy

must equal the expected return for the best
'N’ action from that state

IMT Atlantique
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3. REINFORCEMENT LEARNING
3.6. TD Prediction

Input: the policy m to be evaluated
Algorithm parameter: step size a € (0, 1]
Initialize V' (s), for all s € 8T, arbitrarily except that V (terminal) = 0

Loop for each episode:

Initialize S

Loop for each step of episode:
A < action given by m for S
Take action A, observe R, S’
V(S) « V(S) ozLR YV (S")
S+ 5 |

until S is terminal  target: an estimate of the return

V(9)]

J
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3. REINFORCEMENT LEARNING
3.6. TD Prediction

Elapsed Tvme  Predicted Predicted

State (minutes) Time to Go Total Time
leaving office, friday at 6 0 30 30
reach car, raining 5 35 40
exiting highway 20 15 30
2ndary road, behind truck 30 10 40
entering home street 40 3 43
arrive home 43 0 43
d actual
outcome
| 404 -
Predicted
total
travel 55
time
30
'N’ lea\]/ing rea:ch exilting 2ncljary ho:ne arrlive
IMT Atlantique office car highway road street home

Bretagne-Pays de la Loire
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3.6. TD Prediction

-0.004

-0.004
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3. REINFORCEMENT LEARNING
3.7. Sarsa: On-Policy TD Control

| <Sf> Al Rm@ At’lRM@ At’sz@ A

From state s¢, choose action a;, observe ri1, Se+1, Choose a1
Update the state-action function Q(st,at) to update policy

Initialize Q(s,a),Vs € 8,a € A(s), arbitrarily, and Q(terminal-state,-) = 0
Repeat (for each episode):
Initialize S
Choose A from S using policy derived from @) (e.g., e-greedy)
Repeat (for each step of episode):
Take action A, observe R, S’
Choose A’ from S’ using policy derived from Q (e.g., e-greedy)
Q(S, A) + Q(S, A) + alR +1Q(S', A') — Q(S, A)
S+ S A« A

until S is terminal
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3. REINFORCEMENT LEARNING
3.7 Q-Learning: Off-Policy TD Control

One-step Q-learning:

Q(St, Ar) < Q(St, At) + « [RtJrl +ymax Q(St11,a) — Q(St, At)}

Initialize Q(s,a),Vs € 8,a € A(s), arbitrarily, and Q(terminal-state,-) = 0
Repeat (for each episode):

Initialize S

Repeat (for each step of episode):

Choose A from S using policy derived from @ (e.g., e-greedy)

Take action A, observe R, S’
Q(S, A) + Q(S, A) + a[R + v max, Q(S', a) — Q(S, A)
S+ S’

until S is terminal
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3. REINFORCEMENT LEARNING
3.8. On-policy/off-policy control
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PRINCIPLES OF INTERACTIVE LEARNING 33
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