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Context:  
Autonomous vehicles can benefit from growing embedded computing capacities that allow decision making based on multi-
sensor fusion [SOU12] and/or complex Visual Navigation based for instance on semantic recognition [MOU19, SHE17], joint 
mapping and planning [GUP17] and distributed object detection [GUO19]. Some of the current challenges are related to 
learning issues for both object detection based on offline training of Deep Neural Networks and navigation tasks based on 
Reinforcement Learning [KUL19, MIR17]. First offline supervised learning and online inference can be efficient but require large 
labelled data-sets that hardly represent all cases to be experienced by autonomous agents in real-life. So new training phases 
with updated data-sets may be required according for instance to Edge/Cloud computing paradigm [WAN19]. Navigation tasks 
can be based on pre-trained models but are more efficient if they can learn online from their own actions [WOR19] while 
detecting obstacles and multiple-targets [HOA20]. In both cases self-adaptivity is required to improve autonomy. Another 
important aspect to consider is the inputs from human in the loop when available [THO05, RAM19].   
 
Project: 
The first step of the project is a comprehensive study of distributed reinforcement learning for navigation [MAT07] and 
distributed object detection [GUO19]  under communication constraints (intermittent and limited bandwidth between agents) 
with computing/memory resources [GOU15].  
In a second step, the objective is to select a method, configure it for a simple multi-agent navigation problem  (Map with static 
obstacles under Gazebo for instance) with limited inter-agent synchronization capabilities. 
In a third step, the proposed solution will be modified to include heterogeneity to consider mobile agents (possibly humans) 
with different sensors or detection methods. The map will be also upgraded to include mobiles obstacles. Load Balancing over 
distributed computing resources [GAU20, GUP18] can be also considered if necessary.  
The next step that can be out of the scope of the internship is the implementation of the solution as a hardware-in-the loop 
simulation where agents are running on embedded boards (eg. NVIDIA Jetson2) while agents are evolving the Gazebo virtual 
world [MOR19,MOR20]. 
 
Location: Brest until Feb. 21 and Adelaide, Australia from March to Aug. 22 (supported by Crossing) 
PhD Opportunity: An open PhD position will be open on the topic of distributed learning with human in the loop at 
Crossing, Adelaide in 2022.  
Contact : jean-philippe.diguet@cnrs.fr, amer.baghdadi@imt-atlantique.fr  
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